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Cloud parameterizations are valuable to test our 
understandings about the nature of clouds.	

Cloud parameterization deadlock (Randall et al. 2003)	

Arakawa and Schubert (1974)	



Height？	

Conversion rate？	

mass flux ? 

Turbulent mixing?	

Area？	

entrainment / 
detrainment? 

Liquid/Ice? Dry/moist? 

heating/moistening 
profiles ? 

trigger ? 



(NIES Web site)	Kelvin wave, for which v̂ = 0 for all y and which is labeled
as n = !1 for consistency with (6). All the solutions to (6),
plus the Kelvin wave dispersion relation, are presented in
Figure 2.
[17] By substituting solutions for v̂ from (5) back into

(1)–(3), one may obtain the full horizontal structures of the
wave solutions. Figure 3 shows the full structures for the
Kelvin wave, n = 1 ER wave, MRG wave, n = 0 EIG wave,
and n = 1 and n = 2 WIG waves. As n corresponds to the
number of nodes in the meridional profile of v (except for
the Kelvin wave), it is called the meridional mode number.
These six wave types include all those that have been
observed as CCEWs. All other equatorial wave modes have
considerably more complicated horizontal structures
[Wheeler, 2002].
[18] Important characteristics of the wave solutions are as

follows:
[19] 1. Since the original SW equations were linearized,

any linear combination of the wave solutions is also a
solution.

[20] 2. The phase speed of the Kelvin wave, a nondis-
persive wave, is c =

ffiffiffiffiffiffiffi

ghe
p

, and the phase speeds of all types
of inertio-gravity waves, either eastward or westward,
asymptotically approach this magnitude for large k.
[21] 3. The equatorial Rossby radius of deformation,

which governs the rate of decay of solutions with distance
away from the equator, is given by Re = (

ffiffiffiffiffiffiffi

ghe
p

/b)1/2 and has
been used to scale the horizontal lengths in Figure 3. In
practice, Re is on the order of 10! of latitude for CCEWs
(see Table 1).
[22] 4. The horizontal energy dispersion of waves is

governed by the group velocity, cg
(x) " @w/@k, which may

be estimated from Figure 2. The MRG wave, for example,
has westward phase propagation (w/k is negative) but
eastward energy dispersion (cg

(x) is positive).
[23] 5. The inertio-gravity and Kelvin waves tend to be

more divergent in character, whereas the MRG and ER
waves are more rotational.
[24] 6. The SW depth he determines the speed and scale

of the waves and for the purpose of modeling motions of the

Figure 2. Dispersion curves for equatorial waves (up to n = 4) as a function of the nondimensional
frequency, w*, and nondimensional zonal wave number, k*, where w* " w/(b

ffiffiffiffiffiffiffi

ghe
p

)1/2, and k* " k(
ffiffiffiffiffiffiffi

ghe
p

/
b)1/2. For all but the Kelvin wave, these dispersion curves are solutions of equation (6). Westward
propagating waves (relative to the zero basic state) appear on the left, and eastward propagating waves
appear on the right. For consistency with equation (6), the Kelvin wave solution is labeled as n = !1.

Figure 3. Horizontal structures of a subset of the zonally propagating wave solutions to the shallow water equations on an
equatorial b plane (equations (1)–(3)). Each is shown for a nondimensional zonal wave number, k* = ±1. All scales and
fields have been nondimensionalized by taking the units of time and length as given in the caption of Figure 2. The equator
runs through the center of each diagram. Hatching is for divergence, and shading is for convergence, with a 0.6 unit interval
between successive levels. Unshaded contours are geopotential, with a contour interval of 0.5 units. Negative contours are
dashed, and the zero contour is omitted. The maximum wind vectors in each panel are specified in the bottom right corner.
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Matsuno (1966) 
(Fig. 2 of Kiladis et al. 2009)	

Spontaneous behavior of clouds 
•  Global circulation model 
•  dx < 10 km 
•  no cumulus parameterization 

M. Satoh (U. Tokyo)	 H. Tomita (AICS, Riken, Kobe)	

More than 90%(*) of 
NICAM dynamical core 
was coded by him. 
*in my point of view	



dx~110 km	

dx~250 km	

MIROC model	



•  Spectral method would not be efficient. 
•  High-resolution 
•  Massive parallel machines 

•  ECMWF spectral model is fast for ~T4000 on parallel machines. 

We know 

•  Only one icosahedral grid model 
•  Z-grid (Heikes and Randall 1995; Masuda and Ohnishi 1986)	

•  Poisson solver would not work. 

•  Multi-grid method is efficient for more than 80,000 cores (CSU). 

•  Arakawa C-grid on hexagons? (Nicovic et al. 2002)	

•  SE or DG is a choice.	

•  Discontinuous Galerkin?	

•  Thuburn et al. (2009) and Gassmann (2012)	

•  O(km) grid was “cloud-resolving”. 	

•  O(km) gird is not enough.	



Highest priority on computational efficiency	

We learned much from JMA, CSU and NCAR.	
•  Icosahedral grid	

•  Sound waves 
•  Split-explicit and divergence damping	

•  Terrain-following vertical coordinate	

•  and more	

•  Icosahedral grid (hexagonal/pentagonal cells) 
•  Arakawa A-grid arrangement 

•  No Poisson solver 
•  Finite-volume method 
•  Minimum stencils 

•  2nd-order centered spatial discretizations 

v,h



initi
al 

partitioning 

Hexagonal/pentagonal control volumes 
dx~480 km 

dx~240 km 

dx~120 km 

dx~60 km 

dx~30 km 

dx~15 km 

dx~7.5 km 

dx~3.75 km 



Dl ! !""
i!1

Ns

#li $ lmean%2#$Ns%1!2$ lmean, #19%
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i!1

Ns
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where Nc is the number of segments that surround a
hexagonal or pentagonal cell. The other is the standard
deviation of corner angles &l, which is given as

D" ! !""
i!1

Ns &"i $
#Ns $ 2%#

Ns
'2#$Ns%1!2

. #21%

The maximum values of Dl and D& on the VT and the
BT grid systems are shown in Fig. 8 as a function of grid
level. Values of the HR95 method are not available in
levels higher than 6. The BT grid systems are less dis-
torted compared to the VT ones for each distribution of
generators. In all figures, the SMPL grids indicate larg-
est values for both the VT and BT grids in levels higher
than 4. The lines for the HR95, I-HR, and M-HR grids
converge to those of the SMPL grids with grid level.
The slope of the SPRG method also has positive gra-
dient; that is, grids become distorted as resolution in-
creases. The SCB grids are the least distorted in terms
of D& for both the VT and BT grids. The SCB grids are
also the least distorted about Dl for the VT grids, while

the SCV method shows the minimum values for the BT
grids.

Spatial distributions of Dl are shown in Figs. 9 and 10,
respectively, for the VT and the BT grid systems. The
viewpoint is the same with Figs. 1, 6, and 7. The distri-
butions of the HR95 grids are very close to those of the
I-HR grids. Therefore, only the results of the I-HR
grids are shown. In all the panels, Dl values of the pen-
tagonal cells are exactly zero because of the directional
symmetry around the pentagonal cells on spherical geo-
desic grids. Larger distortions are distributed around
pentagonal cells, and smaller distortions are found
around the centers of each major triangle.

The distributions for the VT and the BT grid systems
are somewhat similar while the values are obviously
smaller for the BT grids. On the BT SCB grid, there
remain largely distorted cells around the pentagonal
cells. Because of this feature, the BT SCB grids are not
the least distorted grids for the BT in Fig. 8b. The val-
ues of the M-HR grids are globally smaller than those
of the I-HR grids. It is found that the modification to
the I-HR method in deriving the M-HR method is ef-
fective to reduce grid distortions.

By the applications of the grid optimization methods,
smoother distributions of the distortions are obtained
relative to the SMPL grids. On the HR95, I-HR, and
M-HR grids, there are distinct changes of the distor-

FIG. 8. Largest Dl on the (a) VT and (b) BT grid systems. Largest D& on the (c) VT and (d) BT grid systems.
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Given a set of N points on the sphere, which are de-
noted by position vectors {G1, G2. · · · , Gn}, the
“Voronoi region” around Gi is defined by

Vi ! "x ∈ S2:|x # Gi| ! |x # Gj| for

j ! 1, 2, · · · , N, j " i$, %1&

where |x # Gi| is the spherical distance between two
points x and Gi.

In Fig. 2a, the symbols Gi(i ! 0, 1. · · · , Ns) denote the
positions of generators, where NS is the number of seg-
ments surrounding a hexagonal or pentagonal cell; Nc

! 5 for pentagons and Nc ! 6 for hexagons. The posi-
tion vector Qi is the center of the circumscribed circle
of the triangle configured by the generators G0, Gi#1,
and Gi. From the definition, Qi is computed on the unit
sphere using the outer products as

Qi !
%Gi#1 # G0& ' %Gi # G0&

|%Gi#1 # G0& ' %Gi # G0&| . %2&

The circumcenter Qi is the corner shared by three hex-
agonal cells with generators G0, Gi#l, and Gi. The neigh-
boring corners are mutually connected with geodesic
arcs, and a hexagonal–pentagonal grid is generated.

An important property of VT grid systems is that cell
walls are the perpendicular bisectors of geodesics that
connect pairs of generators. Consider an arbitrary sca-
lar (, which is continuous over a solution domain. Sup-
pose that we define computational nodes at the posi-
tions of generators. The derivative normal to the cell
face QiQi)l can be approximated at the center of the
arc G0Gi, denoted by m*i , by the central finite-differ-
ence scheme as

#$

#n!m %i

+
$Gi

# $G0

Li
, %3&

where Li is the spherical distance between G0 and Gi.
This is the second-order-accurate approximation at m*i .

Tomita et al. (2001) used another type of hexagonal–
pentagonal grid, a schematic figure of which is shown in
Fig. 2b. The notations are the same with Fig. 2a, but this
time the position of the corner Qi is defined at the
barycenter of the triangle configured by the generators
G0, Gi#l, and Gi. It is computed on the sphere by the
following formula:

Qi !
G0 ) Gi#1 ) Gi

|G0 ) Gi#1 ) Gi|
. %4&

Connecting neighboring corners by geodesics, we can
generate a hexagonal–pentagonal grid. Such hexago-
nal–pentagonal grids are denoted by BT grid systems in
this paper.

The differences of grid properties between VT and
BT grid systems are discussed in section 5.

3. Grid quality

Consider a regular square grid. Suppose that compu-
tational nodes are located at the centroids of square
CVs; this is called the (i) “collocation” condition in this
paper. The line that connects a pair of computational
nodes and the cell face shared by the nodes orthogo-
nally bisect each other; we call this the (ii) “orthogo-
nality” and (iii) “bisection” conditions. If the colloca-
tion condition is satisfied, values at the computational
nodes are the second-order representations of the
means over CVs. In addition, if the orthogonality and

FIG. 2. Configurations of hexagonal cells: (a) Voronoi cell and (b) barycentric cell.
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Strong point 

•  More regular hexagons  

Weak point 

•  Orthogonality is lost.	

Miura and Kimoto (2005)	

Voronoi cell	 Non-Voronoi cell	



Tomita et al. (2001,2002)	590 TOMITA ET AL.

FIG. 5. Schematic figure of connection of spring in the modification using spring dynamics.

where β is the tuning parameter. The numerator and denominator on right-hand side
of Eq. (23) represent the length of the equator and the number of grid points on the
equator. In this study, we set β = 0.4. By using the STD-grid as the initial condition,
Eqs. (20) and (21) are numerically solved until the balance equation (22) is satisfied.
After that, control volumes are defined and grid points are moved to the gravitational
centers of the control volumes in the same way as STD-GC-grid (Fig. 3). We call this
grid the SPR-GC-grid. Figure 6 shows the SPR-GC-grid with glevel 3. Comparing the
SPR-GC-grid (Fig. 6) with the STD-grid (Fig. 1), grid lines of the SPR-GC-grid are more
smoothly curved than those of STD-grid, especially, near the 12 singular points. Instead,
the grid intervals of the SPR-GC-grid near the singular points are a little smaller than
those of STD-grid. In Appendix C, we discuss this problem and propose a countermeasure
to it.

FIG. 6. The grid structure of the SPR-GC-grid with glevel 3.

MODIFIED ICOSAHEDRAL GRID 593

FIG. 8. Convergence properties of error norms for m = 3 and n = 3. (a) Divergence operator, (b) rotation
operator, and (c) gradient operator.

similar convergence. Thus, for the prognostic variables, the second-order accuracy can be
kept in both the global and the local sense.
The results of l∞(h) for glevel 5 and α = 0 are shown in the Fig. 8 of Heikes and Randall

[17] and Fig. 2 of Stuhne and Peltier [22]. The l∞(h) norm of the formermaintains a value of

MODIFIED ICOSAHEDRAL GRID 593

FIG. 8. Convergence properties of error norms for m = 3 and n = 3. (a) Divergence operator, (b) rotation
operator, and (c) gradient operator.

similar convergence. Thus, for the prognostic variables, the second-order accuracy can be
kept in both the global and the local sense.
The results of l∞(h) for glevel 5 and α = 0 are shown in the Fig. 8 of Heikes and Randall

[17] and Fig. 2 of Stuhne and Peltier [22]. The l∞(h) norm of the formermaintains a value of
2nd-order convergence 
(HR95’s test function) 	

divergence	

rotation	

gradient	



•  Tomita et al. (2001) 
•  Horizontal discretization 
•  2D shallow water tests 

•  Tomita et al. (2002) 
•  Spring-dynamics 

•  Satoh (2002,2003) 
•  Prognostic equations 

•  Tomita and Satoh (2004) 
•  3D dynamical core 

•  Miura (2007) 
•  Tracer transport	



Most of the physics schemes were ported from MIROC model. 
Cloud microphysics: Grabowski (1998)	

GCSS case-1: squall line	

H. TomitaNovember 2008 115

tion with parameters  = 1/4 and 1/8, respectively. 
Even with a high degree of stretching, our pro-
posed transformations produce a computational ad-
vantage compared to the Schmidt transformations.

We applied the transformation to an icosahedral 
grid. First, we modified the original icosahedral 
grid using spring dynamics (Tomita et al. 2002) 
to construct as homogeneous a grid as possible. 
After clustering the grid points near the South Pole 
using our proposed transformation with the param-
eter  = 1/4, we rotated all the grid points so that 
the central point of the target region was located 

at (0N, 0E). Figures 7a and b show the icosahedral 
grid before the transformation and the stretched 
icosahedral grid after the transformation, respec-
tively, with four levels of grid division. Note that 
the total grid number was calculated as 10 ∙ (24)2 
+ 2 = 2562. The mean grid interval was approxi-
mately 500 km, while that of the target region was 
approximately 120 km.

Fig. 6. Same figures as Fig. 4 but with  = 
1/8.

Fig. 7. (a) The icosahedral grid with four 
levels of grid division. (b) The stretched 
icosahedral grid by the present transfor-
mation.

Tomita (2008)	



Tomita et al. (2005)	

CRM framework can simulate spontaneous 
organization of clouds if it is used over the globe.	



Miura et al. (2007)	

Cloud systems in GCRMs 
possibly have some reality.	
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Power data in KW for entire system

Rank Site Computer/Year
Vendor Cores Rmax Rpeak Power

1 DOE/NNSA/LLNL
United States

Sequoia - BlueGene/Q,
Power BQC 16C 1.60
GHz, Custom / 2011
IBM

1572864 16324.75 20132.66 7890.0

2

RIKEN Advanced
Institute for
Computational
Science (AICS)
Japan

K computer, SPARC64
VIIIfx 2.0GHz, Tofu
interconnect / 2011
Fujitsu

705024 10510.00 11280.38 12659.9

3
DOE/SC/Argonne
National Laboratory
United States

Mira - BlueGene/Q,
Power BQC 16C
1.60GHz, Custom / 2012
IBM

786432 8162.38 10066.33 3945.0

4
Leibniz
Rechenzentrum
Germany

SuperMUC - iDataPlex
DX360M4, Xeon
E5-2680 8C 2.70GHz,
Infiniband FDR / 2012
IBM

147456 2897.00 3185.05 3422.7

5
National
Supercomputing
Center in Tianjin
China

Tianhe-1A - NUDT YH
MPP, Xeon X5670 6C
2.93 GHz, NVIDIA 2050
/ 2010
NUDT

186368 2566.00 4701.00 4040.0

6
DOE/SC/Oak
Ridge National
Laboratory
United States

Jaguar - Cray XK6,
Opteron 6274 16C
2.200GHz, Cray Gemini
interconnect, NVIDIA
2090 / 2009
Cray Inc.

298592 1941.00 2627.61 5142.0

7 CINECA
Italy

Fermi - BlueGene/Q,
Power BQC 16C
1.60GHz, Custom / 2012
IBM

163840 1725.49 2097.15 821.9

8
Forschungszentrum
Juelich (FZJ)
Germany

JuQUEEN -
BlueGene/Q, Power
BQC 16C 1.60GHz,
Custom / 2012
IBM

131072 1380.39 1677.72 657.5

9 CEA/TGCC-GENCI
France

Curie thin nodes - Bullx
B510, Xeon E5-2680 8C
2.700GHz, Infiniband
QDR / 2012
Bull

77184 1359.00 1667.17 2251.0

10

National
Supercomputing
Centre in
Shenzhen (NSCS)
China

Nebulae - Dawning
TC3600 Blade System,
Xeon X5650 6C
2.66GHz, Infiniband
QDR, NVIDIA 2050 /
2010
Dawning

120640 1271.00 2984.30 2580.0

11
NASA/Ames
Research
Center/NAS
United States

Pleiades - SGI Altix ICE
X/8200EX/8400EX,
Xeon 54xx 3.0/5570
/5670/E5-2670 2.93/2.6
/3.06/3.0 Ghz, Infiniband
QDR/FDR / 2011
SGI

125980 1243.00 1731.84 3987.0

12

International Fusion
Energy Research
Centre (IFERC),
EU(F4E) - Japan
Broader Approach
collaboration
Japan

Helios - Bullx B510,
Xeon E5-2680 8C
2.700GHz, Infiniband
QDR / 2011
Bull

70560 1237.00 1524.10 2200.0

13

Science and
Technology
Facilities Council -
Daresbury
Laboratory
United Kingdom

Blue Joule -
BlueGene/Q, Power
BQC 16C 1.60GHz,
Custom / 2012
IBM

114688 1207.84 1468.01 575.3
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K-computer (AICS, Riken, Kobe)	

Priority use from 30 July, 2012 
Formal operation from September, 2012 



?	



Randall (1994) 

Geostrophic adjustment of SWMs 
(response to a 1-grid forcing) 

Miura (2004)	



(a) (b)

(f)(e)(d)

(c)

(i)(h)(g)

H32, ULA, Δt=50 s H32, UQA-1, Δt=50 s H32, UQA-2, Δt=50 s

H64, ULA, Δt=50 s H64, UQA-1, Δt=50 s H64, UQA-2, Δt=50 s

H64, ULA H64, UQA-1 H64, UQA-2

Miura (2007)	 Skamarock and 
Menchaca (2010)	

Miura and Skamarock 
(MWR, in revision)	

Slotted-cylinder advection test (Lipscomb and Ringler 2005)	



Thank you!	


