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1 Introduction

This Evaluation Plan describes the second stage of the process that will be used to evaluate the suitability of incorporating the Earth System Modeling Framework (ESMF)
 Version 3.0 or later into the internal development and subsequent public distribution of the Community Climate System Model (CCSM)
.  Incorporation of ESMF is defined as use of ESMF components, coupling software and select utilities.  The Stage 2 Plan follows the successful completion of the CCSM/ESMF Stage 1 Plan in June, 2007.

The Stage 2 Evaluation will assess ESMF performance, memory, and other characteristics on additional platforms, with more varied and demanding use cases than Stage 1.  It will include assessment on large processor counts and evaluation of ESMF’s regridding and redistribution methods.  If the Stage 2 Evaluation is successful, ESMF will be incorporated into the internal development and eventual release versions of CCSM4.  This document outlines but does not fully specify the requirements that must be met by ESMF for this to happen.  A full requirements specification will be prepared by CCSM staff as the evaluation proceeds.

1.1 Background and Approach

CCSM has embarked on the goal of creating a new model architecture that enables components to run either all sequentially or in “hybrid” sequential/concurrent mode within a single executable. 

The goal is to create a modeling system, CCSM4, that is more portable, simpler to extend, easier to debug, and potentially more suitable for scaling to the thousands of processors available on future petascale computers.  The new model architecture emulates many ESMF design strategies, while at the same time permitting backwards compatibility with the current fully concurrent system, CCSM3.  

The inter-component coupling software in CCSM3 (called cpl6)  utilizes a package called MCT (the Model Coupling Toolkit) from Argonne National Laboratory. The coupling software for CCSM4 (referred to as cpl7) is being designed to handle inter-component transfers among large-scale components (e.g. atmosphere, land, ocean, sea ice) within a hybrid sequential framework.  A MCT-based version of the coupling software (MCT-cpl7) is being implemented along with an ESMF-based version (ESMF-cpl7).  The MCT-cpl7 implementation will enable CCSM staff to answer the question of how ESMF compares to the toolkit CCSM is currently using for inter-component coupling.  

1.2 Motivation

There are a number of reasons for CCSM to adopt ESMF.  The ESMF architecture and coupling interfaces have been adopted by numerous organizations and agencies with projects in the climate and weather domain.
  Adopting ESMF compliant coupling interfaces will enhance the ability of CCSM to exchange components with and draw components from the broader community that has already adopted ESMF.  ESMF also includes (and plans to include more) features that are not in MCT, such as higher-level interfaces for operations on grids and fields, and on-line calculation of interpolation weights.  These and other capabilities will be evaluated and adopted as needed and available; it is first essential for ESMF to demonstrate that it can match the capabilities of CCSM’s current coupling infrastructure.

1.3 Stage 1 Completion and Transition to Stage 2 

The CCSM/ESMF Stage 1 Evaluation Plan was successfully completed in June, 2007.  It was an early evaluation of ESMF on a limited number of platforms and for a limited number of use cases.  Much of the effort was related to refactoring CAM to support an ESMF-style driver and couplers.  These were changes that were desired for both the MCT and ESMF versions of cpl7.  The changes were non-trivial and took several person-years.

During Stage 1, the ESMF architecture and components, ESMF redistribution, ESMF merging functionality and the ESMF time manager utility were used to create a prototype ESMF-cpl7 system that included the stand-alone Community Atmospheric Model (CAM), the Community Land Model (CLM), the CAM-Data Ocean Model (CAM-DOM) and the CAM-Slab Ocean Model (CAM-SOM).  As an outcome of the evaluation, the prototype ESMF-cpl7 is being incorporated into the trunk of the development version of CAM.
 This will enable CAM to routinely test the ESMF interfaces.  It will also ensure that subsequent ESMF-cpl7 development will incorporate the ongoing changes made to CAM.  After the ESMF-cpl7 prototype has been incorporated into the CAM development trunk, additional design and implementation work will be necessary before a final version is ready for the Stage 2 Evaluation.
2 Elements of the Evaluation

In the following section we define four evaluation elements: 1) the functionality requirements that need to be met for the evaluation, 2) the evaluation criteria, 3) the identification of staff and resources for implementing code and performing the evaluation, and 4) the evaluation timeline.

2.1 Specification of Tests for the Evaluation

The ESMF team recognizes that framework software must be flexible enough to adapt to changing platform support and configuration requirements.  However, it is also essential to acknowledge the variation and instability of HPC platforms and compilers, and the difficulties posed by placing newly discovered and substantive CCSM requirements ahead of other ESMF commitments with short notice.  Thus for the Stage 2 Evaluation ESMF staff will require at least six months between the times when evaluation platforms and grid configurations are specified by CCSM and when the ESMF-cpl7 system will be evaluated.   Access to platforms required for the evaluation, with the full set of processors to be used in the evaluation, must be provided to relevant ESMF staff by the CCSM project at least six months in advance of the evaluation if they are not otherwise available to the ESMF group.  

2.2 Functionality Requirements

This section describes the new software requirements (relative to those delivered for Stage 1) that must be implemented to evaluate a fully functional CCSM4 system using ESMF-cpl7.  These capabilities include those that originate from the ESMF software package alone, and capabilities that are required of the ESMF-cpl7 software.  This distinction is important because the ESMF team is solely responsible for the ESMF software, and the CCSM group is responsible for the ESMF-cpl7 implementation, which includes CCSM-specific functions.  Thus the evaluation process requires care, because the software to be evaluated includes some elements for which the ESMF team is not responsible.

2.2.1 Description of the ESMF-cpl7 Coupled System

The following is a description of the ESMF-cpl7 coupled system that will be used in the evaluation of ESMF.  It includes both the ESMF package and CCSM-specific coupling code.

2.2.1.1 Supported Components

A fully functional ESMF-cpl7 system will provide compile-time capability to couple at least the following atmospheric, land, ocean and sea ice components:

· Atmosphere: CAM, Data atm7, Dead7, Stub

· Land: CLM, Data lnd7, Dead7, Stub (including land river runoff on a separate grid)

· Ice: CICE, Data ice7, Dead7, Stub

· Ocean: POP2, Data ocn7, Dead7, Stub

New components, such as the anticipated land-ice sheet model will be added to the evaluation if they become part of the CCSM4 model system. 
2.2.1.2 Regridding Assumptions and Coupled System Description
· Atmosphere and land components will share identical grids for the purposes of coupling (the land model currently has the capability to run on a high resolution grid independent of the atm grid) but will have different decompositions on those grids.

· The ice and ocean components will share identical grids, but will have different decompositions on those grids.

· CCSM will permit configurations where all components are on identical grids or where the atmosphere and ocean components will be on different grids.

· CCSM regridding will still be assumed to occur via SCRIP (or equivalent) mapping weights that are read in rather than the online generation of those weights.

· CCSM regridding will require an implementation of a north pole adjustment for the u,v atmospheric fields as part of the atmosphere to ocean mapping.

· CCSM regridding of  ocean and ice export states to the atmosphere grid will also require the normalization of the ocean (or ice) data with the fraction of atmosphere on the ocean (or ice) grid, as well as the normalization of the regridded ocean output data with the fraction of the ocean (or ice) on the atmospheric grid.

· CCSM regridding will require the implementation area normalizations needed to correct the flux fields received and sent to components for the differences between grid cell areas in the models and in the corresponding areas in the mapping weights file.

· The coupling code will provide the functionality to update ocean fractions on the atmosphere and ocean grids due to changes in the ice fraction.

· The ESMF-cpl7 coupling software will be able to run the Single Column Atmosphere Model (SCAM).
· 










2.2.2 ESMF Functionality Required for ESMF-cpl7 

The following are the functions required of the ESMF package in order to implement
ESMF-cpl7.

· ESMF redistribution must be able to rearrange data between land and atmosphere grids and between ocean and sea ice grids.

· ESMF regridding must map between ocean and atmosphere grids.

· Values for u,v,lat and lon at the top latitude band must be accessible in order to make pole corrections.

· Areas associated with the SCRIP mapping weights must be accessible in order to permit area normalizations corrections (see above). 
· All CCSM components listed in Section 2.2.1.1 must be represented as ESMF components.  CCSM components will be connected to ESMF via the creation of wrapper modules, xxx_comp_esmf.F90 (where xxx can be atm, lnd, ice or ocn). These will contain ESMF initialize, run and finalize methods along with code to map between ESMF import/export states and the CCSM model-specific data structures.  The wrappers will enable CCSM to remain backwards compatible with other versions of its infrastructure.

2.2.2.1  Required Grids

The ESMF-cpl7 system must support all grid combinations used in the development versions of CCSM4. Currently, CCSM supports only logically rectangular grids. In the near future, however, the atmospheric component will adopt the capability of running on a cubed sphere grid. We do not expect the Stage 2 Evaluation to encompass this type of grid, but we expect ESMF to support this type of grid in the future, once it is adopted by CCSM.

CCSM will select a set of the most commonly utilized production and development resolutions for the Stage 2 evaluation. These will likely include grids from 5 degree to 1/10 degree resolution globally with a 1.9x2.5 atmospheric grid and nominal 1 degree ocean grid.  The grid configurations and combinations to be evaluated must be specified by CCSM six months before the evaluation, following Section 2.1.

2.3 Acceptance Criteria

2.3.1 Correctness

The standard CCSM/CAM/CLM test suites available at the time of the evaluation must show that answers only diverge by round-off compared to the MCT version. CCSM will take responsibility for ensuring that non-ESMF code is correct.  ESMF must also give bit-for-bit answers for differing numbers of tasks and threads for configurations where this is a requirement.

2.3.2 Memory Usage

Memory usage must not increase by more than 20% relative to the MCT-cpl7 for any test configuration.

2.3.3 Performance and Scalability

It is a priority for CCSM to enable ultra-high resolution climate simulations on 10K-100K processors.  It has already been shown that it is possible to successfully utilize ~32K processors for some of the stand-alone CCSM components.  Work is already underway to scale the MCT-cpl7 version to such processor counts.    

The ESMF-cpl7 system must not increase the time to solution of the evaluation code by more than 5% relative to the corresponding MCT-cl7 version.  For example, it will be expected that the dead component configuration will be required to scale successfully to 30K processors for some configurations on the Cray XT and IBM BlueGene system architectures.  It will be the responsibility of the CCSM group to update aspects of the ESMF cpl7 implementation unrelated to the ESMF software itself with performance and memory improvements comparable to those in the MCT version.

2.3.4 Platform Support

The ESMF evaluation code must support the platforms that both CCSM3 and CCSM4 are using.  We can with some confidence predict these platforms will likely include at least IBM AIX Power systems, Cray XT4, IBM BG/L (Bluegene), and some Linux clusters.

In addition, CCSM must have some confidence that ESMF will be relatively portable to new hardware as it becomes available in the next few years without excessive delays.  It is unacceptable for ESMF to be the bottleneck for CCSM when porting to new platforms.   While some tuning associated with the build or with default ESMF settings is expected, CCSM feels critical and costly recoding for optimization should be a relatively rare occurrence."
2.3.5 Build and System Requirements

CCSM must run on one, small (10s) moderate (100s), and large (1000s-10,000s) processor counts.

ESMF must have the capability to be built with or without MPI.

ESMF must not require numerous other packages or exotic system software in order to compile and run.

ESMF must be straightforward to build, and must build on specified CCSM platforms.

2.3.6 Interface Stability

ESMF must guarantee sufficient stability in order for interface changes not to cause disruption to ongoing CCSM development.

2.3.7 Customer Support

Prompt support from ESMF must be available to CCSM users and developers (response – but not necessarily fix – normally within 24-48 hours).  Fixes must be available soon enough after being reported by CCSM staff to avoid disruption of, or delays in, CCSM development.

2.3.8 Product Support

ESMF must have resources for support of the framework for the foreseeable future.

2.3.9 Usability, Extensibility and Maintenance
Since CCSM is resource limited and a community model with potentially large numbers of users, the ESMF-cpl7 version must result in a system that in usable, extensible, and maintainable by CCSM with only minimal additional cost and complexity.
2.4 Staff and Resources

Currently there is a half FTE who is funded specifically to work on the CCSM/ESMF Stage 2 Evaluation out of ESMF Core Team resources.  These funds are not intended for activities like this evaluation; by multi-agency agreement, they are for general framework development only.  The funds were provided for one year because no other funds were made available, and they will end a year after their initiation, exempting any time not worked (the current end date is February 2008).  Funding for ESMF support within CCSM past that point must come from other resources.

Staff responsibilities are as follows:

· The person funded to work on the evaluation is responsible for implementing the ESMF-cpl7 system and assisting with its evaluation.

· CSEG management is responsible for 1) ensuring that the person funded to work on the evaluation has sufficient information and resources to complete tasks, 2) supervising their work on the CCSM side, and 3) presenting specific platform and configuration criteria to the ESMF team at least six months before the evaluation begins, and identifying when the specification of evaluation criteria is complete.

· CSEG staff will assist in design decisions, debugging, and performance analysis as time permits.  CSEG staff will be responsible for evaluating whether the criteria presented in Sections 2.2 and 2.3 are met and the result of the evaluation is success.

· The ESMF team is responsible for producing an ESMF distribution that satisfies functional requirements and evaluation criteria.  

The NCAR Computer Science Section staff may be asked to help perform the set of performance evaluations or to assist with optimization.

CSEG will evaluate ESMF in parallel with ongoing development of the CCSM sequential system.  Early evaluations may be with “all dead” configurations to help identify problems and bottlenecks.  Testing in fully active configurations may begin only after early evaluations prove successful.  CSEG will work with ESMF to put together a successful and efficient test and evaluation process, as they did in Stage 1.

2.5 Evaluation Timeline

The evaluation will begin six or more months after receipt of specific platform and grid configurations.  CSEG staff will evaluate whether the criteria presented in Sections 2.2 and 2.3 are met.  The ESMF team will be given at least three months to resolve outstanding issues.  An evaluation report will be prepared at the end of that period that will be presented either verbally or in writing to the CCSM Scientific Steering Committee (SSC).
The evaluation is expected to be completed by the end of 2008.

3 Implications of Acceptance

Stage 2 acceptance is defined as the ability of the evaluation code to meet the metrics and functionality requirements defined in Sections 2.2 and 2.3.  If the Stage 2 Evaluation is successful, ESMF will be formally adopted as a framework within which to construct sequential and hybrid single-executable versions of the CCSM system, and efforts will be made within CCSM to support the ESMF framework in the CCSM4 release and beyond.

Code that relies on ESMF will be incorporated into the main development branch of all components that are part of the sequential CCSM. The ESMF coupling software will be run as part of all sequential CCSM development testing. The ESMF/CCSM sequential CCSM will be part of the CCSM4 release as long as the ESMF version can be maintained with reasonable effort up to the release date.

The performance, ease of use, portability, correctness, and other acceptance criteria of the ESMF software will continue to be monitored.  The CCSM project reserves the right to decide not to use the ESMF software at a future time, if new functionality requirements arise that ESMF cannot meet and if the ESMF project cannot provide a timely or adequate response.

APPENDIX A: Proposed Test List

This appendix contains a proposed test list.  The final specification will require additional information on resolution and distribution.

	Machine
	Config
	Resolution
	Procs
	Notes

	IBM AIX- blueice
	cam
	Variable
	1-64
	cam test suite

	
	clm
	Variable
	1-64
	clm test suite

	
	variable
	Variable
	8-256
	ccsm test suite

	
	active
	f19_g15
	16-1k
	

	Linux – bangkok,
	cam
	Variable
	1-64
	cam test suite

	pgi
	clm
	Variable
	1-64
	clm test suite

	Linux – lightning,
	variable
	variable
	8-128
	ccsm test suite

	pathscale
	dead
	f19_g15
	32-128
	

	SGI – tempest
	cam
	variable
	1-64
	cam test suite

	Cray XT4 - jaguar
	cam
	variable
	1-64
	cam test suite

	and franklin
	clm

	variable
	1-64
	clm test suite

	
	variable
	variable
	16-512
	ccsm test suite

	
	active
	f19_g15
	128-2k
	

	
	clm
	1/10 degree
	256-10k
	

	
	pop/cice
	1/10 degree
	1k-30k
	

	Cray X1 - phoenix
	dead
	f19_g15
	1-256
	

	IBM BG/L – 
	cam
	variable
	1-64
	cam test suite

	frost and ANL
	clm
	variable
	1-64
	clm test suite

	
	active
	f19_g15
	128-2k
	

	
	clm
	1/10 degree
	256-10k
	

	
	pop/cice
	1/10 degree
	1k-30k
	


Notes on configurations:

active = all active components, cam, clm, cice, pop

pop/cice = pop, cice, data atmosphere, data land with runoff

cam = cam, clm, prescribed cice, data ocean

clm = clm, data atmosphere, dead ice, dead ocean

dead = all dead components

�	 http://www.earthsystemmodeling.org


�	 http://www.ccsm.ucar.edu


�	 Models that have adopted ESMF component interfaces include the GEOS-5 AGCM from NASA and its subcomponents, NCEP’s Global Forecast System, WRF, MITgcm, NRL’s HYCOM, CICE, ADCIRC, WASH123, and others.


�	 Note that the ESMF software itself will not be committed to the CAM development trunk – it will require a separate download.







