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Summary
In this short paper we describe the relationship between two sets of conventions for implementing the Earth System Modeling Framework (ESMF)[endnoteRef:1]:  one developed under the NASA Modeling Analysis and Prediction (MAP) program[endnoteRef:2] and another under the National Unified Operational Prediction Capability (NUOPC)[endnoteRef:3], a consortium of operational weather prediction centers and their research partners.  By understanding similarities and differences between these conventions, we intend to define a path for translating from to the other.  The goal is to enable components to move easily between MAPL- and NUOPC-based coupled models. [1:  ESMF home page, http://www.earthsystemmodeling.org ]  [2:  Modeling Analysis and Prediction Program home page, http://map.nasa.gov ]  [3:  NUOPC home page, http://www.nws.noaa.gov/nuopc/ ] 

Background
The Earth System Modeling Framework (ESMF) is software infrastructure for building and coupling models.  It defines a set of data structures (e.g. gridded and coupler components, representations for physical fields, import and export states for passing fields between components) and an overall methodology for creating coupled modeling systems.  However, it does not prescribe many aspects of model behavior, including how components organize initialization sequences, satisfy their input requirements, or execute run sequences.  This flexibility enabled multiple organizations to adopt the ESMF software, but limited the interoperability of ESMF components.  To achieve practical interoperability, additional rules about how components behave needed to be imposed, and this need motivated the development of “usability” layers for ESMF.
Scientists at NASA Goddard Space Flight Center (GSFC) developed an ESMF usability layer in the process of implementing the GEOS-5 model using ESMF.  This activity was funded under the NASA Modeling Analysis and Prediction (MAP) program and is called the MAP Layer, or MAPL[endnoteRef:4].  MAPL has been used mainly and extensively within GSFC on the GEOS-5 atmospheric GCM[endnoteRef:5].  MAPL is also present in the GOCART aerosol component used operationally at NCEP for dust forecasting.  While GOCART internally relies on MAPL infrastructure, currently its coupling to the Global Forecast System[endnoteRef:6] does not exercise any MAPL functionality. [4:  MAPL home page, https://modelingguru.nasa.gov/docs/DOC-1118 ]  [5:  GEOS-5 home page, http://gmao.gsfc.nasa.gov/GEOS/ ]  [6:  Global Forecast System home page, http://www.emc.ncep.noaa.gov/index.php?branch=GFS] 

Several years after the creation of MAPL, modeling leads from Navy and NOAA operational weather prediction centers and a set of research partners initiated a project called the National Unified Operational Prediction Capability, or NUOPC.  In collaboration with the ESMF core team, NUOPC developed its own usability layer[endnoteRef:7].  The NUOPC Layer is being implemented in models including the Community Earth System Model (CESM)[endnoteRef:8], Navy regional and global coupled models[endnoteRef:9], the NOAA Environmental Modeling System (NEMS)[endnoteRef:10], and ModelE at NASA GISS[endnoteRef:11]. [7:  NUOPC Layer home page, http://www.earthsystemcog.org/projects/nuopc ]  [8:  CESM home page, http://www2.cesm.ucar.edu ]  [9:  COAMPS home page, http://ww.nrlmry.navy.mil/coamps-web/web/home ]  [10:  NEMS home page, http://www.emc.ncep.noaa.gov/NEMS/ ]  [11:  ModelE home page, http://www.giss.nasa.gov/tools/modelE ] 

An effort is underway to ensure that there is a clear and simple path for moving components between the MAPL and NUOPC Layers.  Motivation includes supporting the exchange of components between NASA GSFC and other centers.  Another is to potentially improve the usability layers by sharing capabilities between them. 
Findings
An analysis of the similarities and differences in the software was performed by the NUOPC development lead ( Gerhard Theurich) and MAPL development leads (Max Suarez, Arlindo da Silva) during fall 2013.  The main finding was that the systems are fundamentally similar in structure and capabilities, and are highly compatible.  The feature that most contributes to this compatibility is that neither NUOPC or MAPL introduce new component data types - both are based on components that are native ESMF data types (ESMF_GridComp and ESMF_CplComp).  To generate NUOPC- compliant ESMF components, NUOPC itself is not required.  They could be generated by MAPL.  The same is true of MAPL-compliant components. 
There are differences in the level of componentization between GEOS-5 and the coupled models that are being implemented with the NUOPC Layer.  The initial focus of the NUOPC project is establishing conventions for a limited set of large-scale model components (atmosphere, ocean, ice, wave).  These NUOPC target applications can be considered coarse-grained component systems.  In GEOS-5, which is more fine-grained, ESMF wrappers extend to a large number of nested sub-components.  These represent processes including atmospheric radiation, chemistry, and microphysics.  The two kinds of target applications – coarse and fine grained - can be implemented using either MAPL or NUOPC.  However, there are ways in which NUOPC and MAPL are specialized for their target applications.
In NUOPC, initialize, run, and finalize sequences are parameterized so that drivers – parent components that direct a set of child components - are generic.  Here, generic means that the same driver can be used without modification for many different coupled models.  Custom coupling code is located in a mediator component.  In NUOPC, the mediator can be on a separate set of processors than the model components whose interactions it describes.  Some modeling systems, such as CESM, view the flexibility to have the mediator on a separate processor set as a requirement.
In MAPL, driver code is not necessarily separated into a specialized component.  Both driver code and mediator code may be included in-line in a model component parent which effectively serves as such a driver.  A limitation of this approach is that the mediator must be on the same set of processes as the components that it couples.  However, relative to NUOPC, the MAPL approach reduces the number of components and phases that must be created for complex sequences, and makes it easier to have computations interspersed with the driver code.
Someone using the NUOPC software could replicate the MAPL approach of intertwining driver, mediator, and model code by not creating separate mediator and driver components.  An additional query call would need to be written for NUOPC that would enable a parent model component to get state information about its children.  This would allow the parent model component to write driver and mediator sequences as is done in MAPL.  
The intrinsically hierarchical model of MAPL also allows for matching of imports and exports across a layered network of subcomponents.  Export fields are swept up the hierarchy, so that a parent aggregates all of its children’s exports.  Unsatisfied imports are also swept up the hierarchy to see if they can be matched with an export field at a higher level, or ultimately imported from an external data file.  Such flexibility allows for easy replacement of active components by data-driven, passive components.  NUOPC does not yet have such functions but could support them.
An additional distinction between MAPL and NUOPC is that MAPL is supported for use by GSFC and its immediate collaborators, while NUOPC is maintained and distributed as a community code.  Thus NUOPC is versioned and bundled with the ESMF software, has an active support team, is fully documented, and is regression tested on 20+ platform/compiler combinations. MAPL is used in the operational weather forecasting system at NCEP EMC, although the MAPL functions and interfaces are not exposed.  To the extent that MAPL is self-contained with external dependencies consisting of NetCDF and ESMF, it could also be bundled within the standard ESMF distribution.
Future Work
We are interested in ensuring interoperability in two directions:  using MAPL components in NUOPC systems, and using NUOPC components in MAPL systems.  For the former, the GEOS-5 atmosphere could be converted from a MAPL to a NUOPC component.  A possible use would be as a member in a multi-model interactive ensemble.  For the latter, the WaveWatch III model[endnoteRef:12], which is being implemented as a NUOPC component, could be brought into the GEOS-5 model.  The wave model addition is of scientific interest to the GEOS-5 development team.  A goal of the conversions would be to automate the process to the extent possible, so that future conversions could be done quickly and easily. [12:  Wave Watch 3 home page, http://polar.ncep.noaa.gov/waves/index.shtml ] 

The MAPL and NUOPC teams will continue to seek opportunities to leverage capabilities across the codes.  NASA GSFC code libraries are already leveraged in the ESMF code to represent observational data streams (the LocStream class) and for configuration software that offers more flexibility than Fortran namelists (the Config class).  MAPL relies on data types and functions of ESMF code throughout.  A new opportunity to leverage code may include accessing ESMF interpolation weight generation functions within MAPL.  Moreover, including the MAPL library as part of the ESF standard distribution would facilitate the use of MAPL components by the NUOPC and ESMF communities at large, even when non-MAPL coupling mechanisms are adopted.
